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Abstract :  Face recognition is used in a variety of aspects in the modern world. Face detection means to identify the face from a 

digital image. The deep neural network is considered a powerful tool as it can handle huge amounts of data .conventional neural 

network is one most popular tool to detect face detection. In this paper, a deep convolutional neural network (CNN) to extract 

features from input images. Keras is used for implementing CNN also D’lib and OpenCV for aligning faces on input images. Face 

recognition performance is evaluated using a custom dataset. 
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I. INTRODUCTION  

The Face recognition is a hot research field in computer vision. Face Recognition begins with extracting the coordinates of 

features such as the width of the mouth, width of eyes, pupil, and compare the result with the measurements stored in the database 

and return the closest record (facial metrics). Nowadays, there are a lot of face recognition techniques and algorithms found and 

developed around the world. Facial recognition becomes an interesting research topic. It is proven by the number of published 

papers related to facial recognition including facial feature extraction, facial algorithm improvements, and facial recognition 

implementations. 

Convolutional Neural Network (CNN) based on TensorFlow, an open-source deep learning framework, is proposed for face 

recognition. Convolutional Neural Network (CNN) also known as ConvNet architectures use to make the explicit assumption as 

the inputs are images, which allows the user to encode some properties into the architecture. These then make the forward 

function more efficient to implement and reduce the number of parameters in the network. The weights which should be loaded to 

the model using the Dlib’s landmarks detector, and finally the custom dataset of images that should be loaded to the model.  

I am using a pre-trained model which is the NN4.smallV2 model which detects the essential features from the input image. I have 

used the pre-trained model because many models are trained for different purpose as my project is in face recognition many of the 

intelligent people already created a model that could fetch essential information from the images. So to that case, we don’t want to 

build a model for our purpose because it is a more time-consuming process. As a result, I have used a pertained model for 

recognizing individuals. 

Using TensorFlow, which is an open-source artificial intelligence library developed by Google, we have studied and compared 

the effects of multiple activation functions on classification results. The functions used are Rectified Linear Unit (ReLu), 

Hyperbolic Tangent (tanH), Exponential Linear Unit (eLu), sigmoid, soft plus and softsign. It has a comprehensive, flexible 

ecosystem of tools, libraries which helps for easy model building, robust and powerful experimentation for research. OpenCV is 

an open-source library for image and video analysis, originally introduced more than a decade ago by Intel. Since then, several 

programmers have contributed to the most recent library developments. Keras is an open-source neural network library written in 

python and which runs on top of TensorFlow. 

 

II. LITERATURE REVIEW 

A literature review is a scholarly paper, which includes the current knowledge including substantive findings, as well as 

theoretical and methodological contributions to a particular topic. Based on [1, 4, 5, 8] we used Tensor flow, one of the most 

popular deep learning libraries to classify the MNIST dataset, which is frequently used in data analysis studies. The functions 

used are Rectified Linear Unit (ReLu), Hyperbolic Tangent (tanH), Exponential Linear Unit (eLu), sigmoid, softplus and softsign. 

Convolutional Neural Network (CNN) and SoftMax classifier are used as deep learning artificial neural networks. The results 

show that the most accurate classification rate is obtained using the ReLu activation function  

 

Face recognition [2 3 9] is has a high practical value for the detection and recognition of specific sensitive characters. The 

research found that in traditional hand-crafted features, there are uncontrolled environments such as pose, facial expression, 

illumination and occlusion influencing the accuracy of recognition and it has poor performance, so the deep learning method is 

adopted. Based on face detection, a Convolutional Neural Network (CNN) based on Tensor Flow, [2] an open-source deep 

learning framework, is proposed for face recognition. Experimental results show that the proposed method has better recognition 

accuracy and higher robustness in a complex environment. OpenCV (Open Source Computer Vision) [3] is an open-source library 

for image and video analysis, originally introduced more than a decade ago by Intel. Since then, several programmers have 

contributed to the most recent library developments 

 

III. CONVOLUTIONAL NEURAL NETWORK (CNN) 

Convolutional neural networks is a deep learning architecture that is used for face recognition. The Convolutional Neural 

Network (CNN) also known as ConvNet architectures is composed of a group of layers based on their functionality [2]. The 

network is able to capture the spatial and temporal dependencies in an array through the application of appropriate filters. It 

performs better filtering because of the reduction in the number of parameters involved and the reusability of weights.  
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Figure 1 : The Operation Of Convolutional Neural Networks [8] 

 

 

 

Main types of layers to build ConvNet architectures: Convolutional Layer, Pooling Layer, and Fully-Connected Layer. We will 

stack these layers to form a full ConvNet architecture [13]. 

 
Figure :2 The Structure Of Convolutional Neural Networks 

 

The elements used to perform convolutional operations at first part of the layer is known as the kernel or Filter or K. The first 

layer is used for capture low-level features such as edge, color gradient orientation, etc. by adding layers it can able to capture 

high-level features and as a result the neural network can understand the images in the data set. We use valid padding if the neural 

network generates a reduced dimensionality and if the dimensionality increases or remains the same we used the same padding.  

The pooling layer is responsible for reducing the spatial size of convolved features. This helps to reduce the computational power 

to process the data two types of pooling are used one is max pooling which returns the maximum value of the kernel and average 

pooling which returns the average value of the kernel. 

 The fully connected layer learners a possible nonlinear function in the space. The input now converted as a column vector which 

is applied to the feed-forward neural network and back propagation is applied at every iteration. It is classified using the SoftMax 

classification   

 

 

IV. IMPLEMENTATION 

Face recognition identifies persons on face images or video frames. In a nutshell, a face recognition system extracts features from 

an input face image and compares them to the features of labeled faces in a database. Comparison is based on a feature similarity 

metric and the label of the most similar database entry is used to label the input image. If the similarity value is below a certain 

threshold the input image is labeled as unknown. Comparing two face images to determine if they show the same person is known 

as face verification. 
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The facial extraction system works based on the following  

 

 
Figure 3: Workflow of Facial Extraction System 

 

My work uses a deep convolutional neural network (CNN) to extract features from input images. Keras is used for implementing 

CNN also D’lib and OpenCV for aligning faces on input images. Face recognition performance is evaluated using a custom 

dataset in my project Face detection, Transformation, Cropping of faces takes place from the input images. This ensures that faces 

are aligned before feeding them into the CNN. This preprocessing step is very important for the performance of the neural 

network. By using CNN to extract 128-dimensional representations or embedding of faces from the aligned input images. In 

embedding space, Euclidean distance directly corresponds to a measure of face similarity. By using the Support Vector Machine 

(SVM) and K- Nearest Neighbors(KNN) classifiers we could predict the labels of the input images. 

 

4.1  Environment setup 

For running this project I have to create a virtual environment. Since I am using Anaconda, I have created the virtual environment 

inside anaconda. The virtual environment is created so that the packages that are listed in “requirement.txt” can be installed to that 

environment itself. This installation of packages specified in the text file can be installed with pip install -r requirements.txt in the 

terminal. Furthermore, we will need a local copy of Dlib’s face landmarks data file for running face alignment. 

 

4.2 Batch 

Batch is considered to be the set of images that are taken into consideration for training the model. I took individuals pictures to 

train the model where this custom dataset is small and we could add as much as images of individuals if need in such a way. 

When reading the images by our model some images the model could not read the face from the image. So in such cases, we need 

to change the image.  

 

4.3 CNN Architecture and Training 

The CNN architecture I have used here is a variant of Inception architecture. More precisely it is a variant of the NN4 architecture 

which is identified as the NN4.small2 model and it is implemented in Keras. In this architecture, there is a fully-connected layer 

with 128 hidden units followed by an L2 Normalization Layer on top of the convolutional base. These two top layers are referred 

to like the embedding layer from which the 128-dimensional embedding vectors can be obtained. A Keras version of the 

NN4.small2 model can be created with create_model(). 

Model training aims to learn an embedding f(x) of image x such that the squared L2 distance between all faces of the same 

identity is small and the distance between a pair of faces from different identities is large. This can be achieved with a triplet loss 

L that is minimized when the distance between an Anchor image ( ) and a Positive image (  ) in embedding space is smaller 

than the distance between that anchor image and a negative image (  ) by at least a margin  

 
 

is used in such a way that the distance of anchor-positive pairs and anchor-negative pairs should be far away from each other. 

Using the triplet_generator() function we could calculate the triplet loss. 

 

Since we are using a pre-trained model we should provide the weights to our model and this can be availed by loading those 

weights to our model using a function load_weight() which is available within the pertained model. 
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4.4 Custom Dataset 

To demonstrate face recognition on a custom dataset, a small subset of college mates is used. It consists of 100 face images of 10 

Identities. The metadata for each image (file and identity name) are loaded into memory for later processing. 

 

4.5  Face Alignment 

The NN4.small2.v1 model was trained with aligned face images, therefore, the face images from the custom dataset must be 

aligned too. Here, we use D’lib for face detection and OpenCV for image transformation and cropping to produce aligned 96x96 

RGB face images 

The CNN Architecture used here NN4.SmallV2 which comes under the inception architecture. Usually, when designing a layer in 

a convolutional network, we may have to Choose 1 x 3, 3 x 3, 5 x 5 or a Pooling Layer. But for the case of inception architecture, 

all these are implemented together to make a layer. Their ‘same’ convolution is used to keep the dimension the same as of the 

previous layer. Using the concept of inception architecture, NN4.SmallV2 architecture is developed.  

 

There these architecture is followed by an L2 Normalization layer. Few things are needed as inputs, it includes the model which 

we are using for processing the images, Dlib’s landmarks detector, the weights which should be loaded to the model which we are 

using and finally the custom dataset of images which should be loaded to the model. 

 

The pre-trained model which is NN4.smallV2 model which detects the essential features from the input image 

 

4.6 L2 Normalization 

The method of least absolute deviations (L2) finds applications in many areas, due to its robustness compared to the least-squares 

method (L1). Least absolute deviations are robust in that it is resistant to outliers in the data. Since an L2-norm square the error 

(increasing by a lot if error > 1), the model will see a much larger error (e1 vs e2) than the L1-norm, in our case we have used L2 

Norm which helps to minimize the error 

 

4.7 Embedding Vectors 

Embedding vectors can be calculated by feeding the aligned and scaled images into the pre-trained network. Using the obtained 

embedding vectors we could calculate the distance between anchor-positive pair and anchor-negative pair and the distance 

calculated would be like given in the plot below 

 
Figure 4: The distance calculated would be like given in the plot 

 

 

 

4.8 Distance Threshold 

To find the optimal value for the threshold, the face verification performance must be evaluated on a range of distance threshold 

values. At a given threshold, all possible embedding vector pairs are classified as either same identity or different identity and 

compared to the ground truth, since we are dealing with skewed classes I have used F1_score as the evaluation metrics. 
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4.9 Triplet Loss 

We can train the network by taking an anchor image and comparing it with both a positive sample and a negative sample. The 

dissimilarity between the anchor image and positive image must low and the dissimilarity between the anchor image and the 

negative image must be high 

 

 

V. RESULTS AND DISCUSSION  

The ultimate result that we want is to detect individuals and recognize their identity as the output. At first, I have loaded my 

model which was implemented using inception architecture followed by an L2 Normalization layer. When two inception 

architecture was used then we can call that network as a siamese network. So why do we call as a Siamese network, this is 

because when we want to compare images to detect the person’s identity we need two networks. This helps in finding the distance 

between the images that have passed through the network. This distance is calculated with the help of the Triplet Loss generator 

where it uses two pairs an anchor and a positive image and an anchor and a negative image. Whenever the distance which is 

calculated is greater than the threshold value then we could say that the two images that are feed into the network are not the same 

but if the distances between the pair of images are small then we could say that both the images are of the same individual. The 

calculations of distances are done if we convert the images into embedding vectors then only we could apply the concept of triplet 

loss generator. The output is generated with the help of the Support Vector Classifier (SVC). SVC allows predicting the identity 

of the individual. I have used KNN and SVC. But when it comes to the accuracy, SVC comes first. So I have used SVC to predict 

the identity of the individual. For training these classifiers I have used 50% of the dataset, for evaluation of the other 50%. The 

KNN classifier achieves an accuracy of 95% on the test set, the SVM classifier 97%. By using the SVM classifier I have got the 

face recognized accurately. 

 
Figure 5: Recognized the person 

 

 

 

VI. CONCLUSION AND FUTURE WORK 

 

The convolutional network is very useful for facial recognition from images or videos. Face recognition is one of the newer 

developments of biometric identifiers that don’t require as much time or intrude on the person its verifying. Face recognition is a 

highly effective biometric technology that holds a lot of potentials. Facial recognition is a very effective tool that can help law 

enforcers recognize criminals and software companies are leveraging the technology to help users access their technology. This 

technology can be further developed to be used in other avenues such as ATMs, accessing confidential files, or other sensitive 

materials. This can make other security measures such as passwords and keys obsolete. Another way that innovators are looking 

to implement facial recognition is within subways and other transportation outlets. They are looking to leverage this technology to 

use faces as credit cards to pay for your transportation fee.  
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